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ADVANGEBREEGHNOLOGY GROWP(ATG)

Accelerate with ATG Technical Webinar Series

Advanced Technology Group experts cover a variety of technical topics.
Audience: Clients who have or are considering acquiring IBM Storage solutions. Business Partners and IBMers are also welcome.

To automatically receive announcements of upcoming Accelerate with IBM Storage webinars, Clients, Business Partners and IBMers are
welcome to send an email request to accelerate-join@hursley.ibm.com.

2025 Upcoming Webinars — Register Here!

ion 2.9 - January 21st, 2025

Take Your CSM to the Next Level: What's New in IBM Copy Services Manager 6.3.12 & 6.3.13 - January 28th, 2025

IBM Storage Ceph RADOS Gateway Deep Dive - February 6th, 2025

Important Links to bookmark:

ATG Accelerate Site: https://ibm.biz/BdSUFN
“ ATG MediaCenter Channel: https://ibm.biz/BdfEgQ
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ADVANCEBNIECHNOLOGY GROUP(ATG)

Offerings

Client Technical Workshops
» IBM Storage Scale & Storage Scale Functions

» Cyber Resilience with IBM Storage Defender

» IBM DS8000 G10 Advanced Functions

» IBM Fusion & Ceph

» IBM FlashSystem Deep Dive & Advanced Functions

YV VYV

YVVVVY

TechZone Test Drive / Demo’s

IBM Storage Scale and Storage Scale System GUI

IBM Storage Virtualize Test Drive

IBM DS8900F Storage Management Test Drive

Managing Copy Services on the DS8000 Using IBM Copy Services
Manager Test Drive

IBM DS8900F Safeguarded Copy (SGC) Test Drive

IBM Cloud Object Storage Test Drive - (Appliance based)

IBM Cloud Object Storage Test Drive - (VMware based)

IBM Storage Protect Live Test Drive

IBM Storage Ceph Test Drive - (VMware based)

Please reach out to your IBM Representative or Business Partner for more information.

*IMPORTANT* The ATG team serves clients and Business Partners in the Americas, concentrating on North America.

© Copyright IBM Corporation 2025



ADVANCEDRITECHNOLOGY GROUP (ATG)

Accelerate with ATG Survey

Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 5151 0447 or

Direct link https://www.menti.com/alhsf3bgvxu6
Or

© Copyright IBM Corporation 2025

Join at menticom | use code 1708 6924 i Mentimeter

What will your New Year's resolution be?

42%

17% 17%

8% 8%

Exercise regularly  Disconnect from Volunteer more Spend moretime Do something nice Learnsomething  Get organized
technology with friends and for myself new
family
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ADVANCEBNIECHNOLOGY GROUP(ATG)

Meet the Speakers

© Copyright IBM Corporation 2025

Byron Grossnickle is an IBM Storage Technical Specialist concentrating on Storage
Virtualize software. This includes FlashSystem, SVC, and Storage Virtualize for
Public Cloud. Byron has been with IBM 19 years exclusively in storage. Prior to
working for IBM, Byron spent 6 years engineering storage in the Telcom Industry.
Prior to that he worked 8 years in healthcare IT. Byron lives in the Kansas City area
and is available to travel to customer engagements.



WM@E@ TECHNOLOGY GROUP (ATG)

IBM Storage Virtualize 8.7.2 Agenda

Release Schedule
Security Updates
« Internal Key Management
Host Attach Enhancements
» Using Fabric (FDMI) Info for Host Management
« Jumbo Frames
« CHAP Secret Enhancements
* Scaling NVMe/FC
Replication and HA Updates
* ISCSI HA with Portset Linking
» CHAP Secret Changes
« Interop Update for PBHA
» Restoring/Refreshing Snapshots PBR/PBHA
Flash Grid Updates
« GUI
« Storage Partition Migration Automation
Misc Updates
Plugin Updates
 VMware
« CSI

© Copyright IBM Corporation 2025



ADVANGCEDIECHNOLOGY GROUP (ATG)
Release Schedule

e RFAAnnounce —8.7.2 — November 12, 2024

 eGA —8.7.2—-November 29, 2024

« pGA —Thereis no hardware associated with this
release

8.7.2 1sa Non-LTS Release. Non-LTS releases are
tested identically to LTS releases. Non-LTS releases
will not get any patches and will not be maintained
long term. Those patches will be available in the next
Non-LTS or LTS release.

— Release FAQO

© Copyright IBM Corporation 2025


https://www.ibm.com/support/pages/ibm-storage-virtualize-faq-continuous-development-cd-release-model-software-releases

ADVANGEBHIEGHNOLOGY GROUP(ATG)
IBM Storage Virtualize

Encryption ?3 = of| =
Internal Key Management
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Internal Key Management (IKM) Overview

ADVANGEDMIECHNOLOGY GROUP(ATG)

» Existing External Key
Management

* USB

» Key Servers- GKLM,
CypherTrust (Thales)

© Copyright IBM Corporation 2025

 External Key Challenges

 Storing the main keys

 Redundant server

infrastructure for key
manager - complexity

Managing the main ke
for encryption enable
system

* How many copies of keys

and where to store them

» Can lose keys, security

risk if lost, access to
encrypted data lost
forever if all keys
destroyed

e Other Drivers

» USB constraints,
Security Issues

» Key server software
cost and
maintenance
overhead

* Internal Key
Management

 Stores a copy on the
internal boot drive(s)
of every node

« AES-256 bit key,
sealed by the node’s
unique TPM chip

« Automatic system,
unlocks, no user
Intervention

» Designed for secure
site environments

10



WM@E@ TECHNOLOGY GROUP (ATG)

Internal Key Management (IKM)

How it works

» IKM stores keys secured internally

= » Keys are secured using TPM Hardware
g e ey « TPM Sealed Keys are stored on all the nodes for
Persistent USB Flash Drive redundancy
Main Key « System automatically attempts to unlock on power
up
il =»
T + IKM Keys are rekeyed automatically every 24 hours
2 @ * Encryption Recovery Key is recommended to be
% Key Server enabled
S
- . i
+ Security
Ent?r:;?ion Internal Boot Drive « User shall not have access to IKM Keys
Key » Keys are stored on internal drives within systems and
P objectkey soitis more secured
Stored internally on the system « Each node stores encrypted IKM Keys with its own

unique TPM hardware

11
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\WM@E@ TECHNOLOGY GROUP (ATG)

Internal Key Management (IKM)

Node 1 Node 2
* Recovering Data
/Dﬂta ir;sryption \ / \
Lo | - IKM Keys are stored on all the nodes in
| o2 | the cluster for redundancy
/ """ % « With any node surviving in the cluster,

E: Internal Key H H

o g Tansiored e system is unlocked automatically
PMK — > PMK  During T1, T2, T3 recovery, system can

Encrypt ncrypt ° .
TeM = TP automatically unlock using TPM hardware,

K = : \ / internally stored key and recover data

* In case of multiple hardware failures
(TPM, Drive, Node..) , Encryption Recovery
Key allows us to recover data

12
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WMJ@E@ TECHNOLOGY GROUP (ATG)

CLI Changes

* Anew CLI option “-internal” in existing

“chencryption”

#fchencryption —-internal -enable
-disable

© Copyright IBM Corporation 2025

» A modification in ”lsencryption” CLI to
display the internal key management status
and last rekey time

tlsencrvption

status licensed
error sSedguence number

usk rekev no key

usb _kev copiss 0

usk kev filename

usk rekey filename

keyserver status licensed

keyserver rekev no key

keyserver pmk uid

kevserver pmk rekey uid

recovery key status enabled

recovery key rekev no

recovery _kev nams recoverykey (000002043CR0OD058_3CRODOSB00000001_Fak3Plus
recovery key rekey name

internal kevy status enabled

usk last rekev time

kevserver last rekev time

recovery kevy last rekev time 240808111327
internal kevy last rekev time 240808111247

13



ADVANGEDMIECHNOLOGY GROUP(ATG)

Things to Think About

e Reasons to Use IKM Reasons to Think About the Deployment of IKM

If your location is not secured and the physical array

» Easyto configure is stolen your data is compromised
« Prevents “losing” the key * This can be prevented with external key management
. *  When decommissioning a FlashSystem, you need to
* Automatic rekey remember to do a secure erase on the unit before it
« No intervention upon coming up from a goes out the door
power down » Ifnot, again, your data is compromised

*  While external key management does not replace the
best practice of a secure erase, if the external keys are
not with the storage array when decommissioned, the
data is not compromised

Internal and external key management can be used
simultaneously, but other forms will need to be
configured from the command line

14
© Copyright IBM Corporation 2025



WM@E@ TECHNOLOGY GROUP (ATG)

IBM Storage Virtualize

Non-HA Host Attach
Updates
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ADVANGEDMIECHNOLOGY GROUP(ATG)

Improved FC Host Management with Fabric Device Management Interface (FDMI)

* Current Challenges » Benefits

* Only zoned WWPNSs are listed in the GUI » Understand fabric better

* No grouping of WWPNs based on the host « Simplified host configurations
server « Know host connectivity

« Hardto correlate listed WWPNs with the real - Easier Interop Checking

host server
« Hard to configure unzoned WWPNs

« Addition or replacement of host port
requires burdensome management steps

© Copyright IBM Corporation 2025 16



ABVANCEBNIECHNOLOGY GROUP(ATG)

Fabric Insights Help with Host Management

FC Fabric Insights

e All hosts connected in the fabric (zoned /
unzoned)

« Host name configured on the server . ... rosts
. Host 0S s T e r
* Host Port details s e —
* Host Paths to FlashSystem e
* 1 click fabric view refresh is available g |
17
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WMJ@E@ TECHNOLOGY GROUP (ATG)
One Click Host Configuration

Add Host x

* The discovered host can be added with

names configured on the server
« Host Server name .
* Host OS M ES¥ 0.0 abensai-20515097)
« WWPNSs from the server (zoned / unzone) .-
* Host connectivity details to FlashSystem E——
« Simplified CLI to configure a host with the

server's name i v R g
« System automatically discovers all WWPNs

on the server == .

© Copyright IBM Corporation 2025 18



ADVANCEBNIECHNOLOGY GROUP (ATG)
Host Connectivity Insights

» Login Status

« Symmetric/ Asymmetric /Offline
* Login Counts

» Total logins to the FlashSystem
« Valid Login Count

» Logins serving valid SCSI paths
» Speed

* Host port speed for
troubleshooting

© Copyright IBM Corporation 2025

rhel9.4-pune

Operating Linux_5.14.0-

system 427.26.1.el9_4.x86_64_#1_SMP_PREEM

WWPNs Login status Speed Login count
10000090FAD16058 » Asymmetric 16Gb 1
10000090FA941EDF @ Symmetric 16Gb 4
10000090FA9421CC @ Symmetric 16Gb 4
21000024FF16C47D » Asvmmetric 32Gb 1

Paths 30, from5

fabrics

Valid login count

Logged Yes

in

Fabric WWN

500507680B53AC4A

200100DEFBDA4C21

100050EB1AD959B9

500507680B5A5D2E

I/0 group count

1

1

1

1

) Lo

Node2

|

Node1
|1|2|3|4|

FlashSystem f

FC Switch

Symmetric

|

)
L L]

Application Server

|

Add host

Offline 1
ports

Serial number

11501CV842Y650HY67L070

11S01AC345Y450HY58L00B

11S01AC346Y450HYS58LO3G

RFD1707R30419

19



ADVANGEBRIEGHNOLOGY GROWP(ATG)

Symmetric vs Asymmetric Host Access

* Symmetric » Asymmetric
* Nodes have same number of valid logins and * Nodes have different login counts from the
are to the same set of ports host port OR logins are not on the same ports

« If a host shows as asymmetric, it generally
means there is a connectivity or zoning issue

© Copyright IBM Corporation 2025 20



ADVANCEBITE

CHNOLOGY GROUP (ATG)
Easier Interop Checking

* Operating System
» 0OS version

* HBA Details
 FW version

* Driver version

 Vendor Name

* These details can be used to verify interop
support using SSIC [https://www-
03.ibm.com/systems/support/storage/ssic]

— Note: FDMI detail will vary based on how well host OS communicates with FDMI

© Copyright IBM Corporation 2025

View FDMI details
WWPN: 10000090FA941EDD
Login status: @ Symmetric
FDMI properties

FDMI host name

rhel9.4-pune

Node port ID
660820

Name of fabric

200100DEFBDA4C21

Speed supported
418]16 Gb

Operating system

Manufacturer details

Manufacturer

Emulex

Model

LPe31004-M6-EIO

Serial number

11S01AC345Y450HY58L00B

Description

Emulex_LightPulse_LPe31004-M6-EIO_4-
port_16Gb_Fibre_Channel_Ada

Linux_5.14.0-427.26.1.el9_4.x86_64_#1_SMP_PREEM Mware version

Host name

rhel9.4-pune

11.4.393.16

Driver version
14.2.0.16

Login details

Symbolic name

Valid login count

4

1/0 group count
1

Login status

symmetric

Close

21



ADVANCEBNIECHNOLOGY GROUP(ATG)

Jumbo Frames - MTU9000

* Priorto 8.7.2, MTU 9000 was supported
only for iISCSI host attachment.

« Starting from 8.7.2, MTU 9000 can now be

used for NVMe/TCP host attachment as well.

* There are no changes to the CLI/GUI

© Copyright IBM Corporation 2025
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Scaling NVMe/FC

ADVANCEBNIECHNOLOGY GROUP(ATG)

« Why -
There can be a
benefit to NVMe/FC,
particularly with
VMware where their
NVMe stack is more
scalable/performant
than their SCSI
stack. Our current
limits were
insufficient for most
of VMware
environments

© Copyright IBM Corporation 2025

 What -

* We have increased
FC-NVMe/FC host
limit to 256
(previously 32) and
number of per FS-
node port logins to
64

* How -
* User will have to

make use of non-
default FC port-set
while creating
NVMe/FC host using
GUI/CLI

23



ADVANGEDMIECHNOLOGY GROUP(ATG)

ISCSI Authentication Updates

« 8.7.2 Onward

» Deprecates system-wide Bidirectional
CHAP, previously configured through the
chsystem CLI

e Introduces Host-wide Bidirectional CHAP,
configurable through the chhost CLI

» Adds an option to enforce FIPS-compliant
hashing algorithms for CHAP in the
chsecurity CLI

« Eliminates the display of cleartext CHAP
secrets in both the CLI and GUI

© Copyright IBM Corporation 2025

* Benefits

» This request was primarily driven by a
customer (RFE SCSI-I-1247)

» Provides better control over hashing
algorithms used in CHAP authentication

« Offers granular control of Bidirectional CHAP,
making it more suitable for multi-tenancy

« Eliminates system-wide disruptions.
Previously, changing or removing system-wide
CHAP was a disruptive process, potentially
causing LUN outages if not properly
coordinated with host configurations.

* The new model alighs well with PBHA,
facilitating smoother volume mobility

24



ADVANGEDMIECHNOLOGY GROUP(ATG)

Hashing Algorithm Control

IBM FlashSystem 7200

nvme-fs7200-1-cl.xiv.ibm.com

» Introduces a new security setting called
ISCSI Host Authentication Mode

* When disabled:
No restrictions on hashing algorithms; all

currently supported algorithms MD5,
SHA1, SHA2, and SHA3-256 are allowed. |

* When enabled:
Only FIPS-compliant hashing algorithms
are permitted, specifically SHA2 and
SHA3-256 from the currently supported
options.

© Copyright IBM Corporation 2025

*

0 B8 B R B

@

[&a

Flash Grid

Dashboard
Monitoring
Pools
Volumes
Hosts
Policies
Access

Settings

Storage partitions

< < < < < < <

Single Sign-on

Multifactor Authentication

Remote Authentication

Host Authentication

System Certificates

Password Policies

User Access

Inactivity Logout

SSH Rules

Security Protocol Levels

Host Authentication

Host authentication mode is meant to enforce strict security standards.

iSCSI host authentication mode

() Disabled

! Restrictions for algorithm usage of authentication mode:

* When disabled, all hashing algorithms will be accepted.
* When enabled, MD5 and SHA1 hashing algorithms will be restricted.

25



ADVANCEBNIECHNOLOGY GROUP(ATG)

Per Host Bi-directional CHAP

 From 8.7.2 onwards at host level we will
also have bidirectional CHAP configuration
option along side unidirectional

« Secrets are no longer displayed

* When upgrading, the system wide CHAP will
automatically be moved to the host

definitions so there will be no disruption
when migrating from one CHAP model to the
other ©-

uuuuuuuu

© Copyright IBM Corporation 2025 26
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IBM Storage Virtualize

Replication and HA
Changes
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Restore/Refresh Replicated Volumes

ADVANGEDMIECHNOLOGY GROUP(ATG)

» Support for restoring or refreshing from
snapshots for volume groups/volumes using
in policy-based replication, policy-based HA
or HA+DR.

* Allows instant restore from regular snapshots
and safeguarded snapshots.

© Copyright IBM Corporation 2025

» With asynchronous replication, restoring and
refreshing can only be run against production
or independent volume groups/volumes.

* HA volume groups/volumes can only be
restored or refreshed using snapshots at the
active management location — remember that
the management location can be changed!

* Restoring or refreshing HA volume
groups/volumes will cause HA to be
temporarily lost while the contents of the
snapshot is synchronized to the partner. This
Is automatic and requires no intervention.

28



ADVANCEDSTECHNOLOGY GROUP (ATG)

Policy-based High Availability

« Awarning is displayed indicating that
restoring will temporarily cause HA to be
suspended until the resynchronization
completes

* While the partition is resynchronizing, a
snapshot is automatically taken at the
other site to maintain a point in time
should a failure occur

© Copyright IBM Corporation 2025

Restore

! Temporary loss of high availability
The volume group which will be restored from the snapshot is in a partition that is configured for high

availability (HA). This action results in the temporary loss of high availability for the partition while the

volume group resynchronizes with the HA partner system.

Restore the production volume group using the contents of the selected snapshot.

Snapshot name
snapshot0

Time Created

Oct 15, 09:26 PM

O Volume group O Subset of Volumes

29



ADVANCEBNIECHNOLOGY GROUP(ATG)

Policy-based High Availability

» Refreshing replicated volume groups or
volumes works the same as non-replicated
volume groups

shot
oups

* To refresh a volume or volume group, it must N o [
be athin-clone Name g Beplcaton o ot AT Gt
o Ee Database R G Initial copy 5 DR . 0
clone 2 incomplete
Databasel VG View details
Rename

 Replication or HA will incrementally
resynchronize the changes from the snapshot

Convert thin clone to clone

© Copyright IBM Corporation 2025 30



ADVANCEBNIECHNOLOGY GROUP(ATG)

iSCSI Support for Policy-
based High Availability

 All-Ethernet HA
deployment

* Linked portsets

 Interoperability support

© Copyright IBM Corporation 2025

« RDMA-based Ethernet
partnerships can be used
for HA, with optionally
either RDMA or TCP/IP
partnerships for async
replication to create a
HA+DR solution.

» Combined with ISCST host
support, allows for an
Ethernet-only deployment.

» The user-experience is
very similar to configuring
a Fibre Channel setup, with
the only difference being
linked portsets.

* CHAP secrets are
supported for HA hosts,
but only the new 8.7.2 per-
host username/secret
Implementation as it is
more secure.

When configuring HA with
iISCSI hosts, portsets must
be linked between the
systems. Portsets are
optional for Fibre Channel,
but this applies to Fibre
Channel too.

Reminder: Portsets are a
group of IP addresses or
WWPNs assigned to ports on
the system.

Usin%the same model as
pool linking, portsets are
linked between the two
systems which defines which
portset will be used on the
partner when hosts are
created.

Default host portsets are
auto-linked after the
partnership is created.

Hosts cannot be associated
with an empty portset! This
applies to non-HA hosts as
well, to avoid unintentional
access issues.

All supported versions of:

Red Hat Enterprise Linux
SUSE Linux Enterprise
VMware ESXi

Other operating systems
will be added as testing
completes.

PBHA Host Interop

31
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ADVANCEDARIECHNOLOGY GROUP (ATG)
Portset Linking in PBHA

» Portsets can be linked from the GUI
network settings menu after creating
portsets...

Management IP Addresses
Portsets Create Portset +
Portsets are groupings of logical addresses that are associated with a port for specific traffic types. The

Service IP Addresses system supports host, replication, and storage traffic for portsets.

v Q 7l
Ethernet Ports
v
v o portset0 (Default) PORT TYPE PORT COUNT MEMBER COUNT
. Priority Flow Control oatARaehmant Ethernet 0 0
v
iSCSI faul
" portset64 (Default) PORT TYPE PORT COUNT MEMBER COUNT
Host Attachment Fibre Channel 4 0
w
Fibre Channel Connectivity
SystemManagement
PORT TYPE PORT COUNT MEMBER COUNT
: (Default)
Fibre Channel Ports Ethernet 1 0
Management
NVMe Connectivity
myHaPortset PORT TYPE PORT COUNT MEMBER COUNT
Host Attachment Ethernet 0 0 R
DNS ename
Delete
portsetl PORT TYPE PORT COUNT MEMBER :
Add portset link
Internal Proxy Server Replication Ethernet 0 0
Portsets
portset2 PORT TYPE PORT COUNT MEMBER COUNT :

© Copyright IBM Corporation 2025 32



W&[R’]@E@ MECHNOLOGY GROUP (ATG)
Portset Linking

* Or, using the partition HA setup
wizard...

Configure replication for myiSCSIPartition

Complete the steps to configure replication for the storage partition

@ Select replication type Conﬁgure replication
) Complete the actions below to configure high availability for this partition.
L B Configure replication
myiSCSIPartition

{3 Summary

@ Partnership configured

EE High availability EE
= - | Link portsets > ‘
glitzy-c haddock-c © Pool links configured

Logged in here | Configure IP quorum > ‘

© Copyright IBM Corporation 2025 33



ADV/ANCEDARTECHNOLOGY GROUP (ATG)
Portset Linking

* Or, using the partition HA setup wizard...

© Copyright IBM Corporation 2025

Link portsets

Configure links between portsets on the local and remote systems.

Q Linked portsets are required only if this partition will contain iSCSI hosts with HA replication
enabled. Only non-default portsets of type host can be linked.

Remote portset on haddock-c (HA partner to the local system)

Select portset v

Select the remote portset to link to the local portset

Local portset on glitzy-c

Select portset

Select the local portset to link to the remote portset

34



Import from external storage while maintaining existing DR

ADVANGEBREEGHNOLOGY GROWP(ATG)

1. Create image-mode
volumes with cache-
disabled from the
external storage
controller

» The external storage
can maintain its
existing replication. If
a disaster occurs
before the new replica
Is established, the
storage admin can
access the DR copy
maintained by their
old array

© Copyright IBM Corporation 2025

« 2. Add the image
mode volumes to a
volume group and
assign a replication
policy

* While the sync
progresses, add a
copy of the volume
to the internal arrays

* 3. When the
synchronization
completes, remove
the replication from
the external array,
and convert the
volumes to be
cache-enabled on
the production
system

* Delete the image
mode volume copy
once its copied to
the internal array

Notes:

Cache must be changed to
read/write mode once the
synchronization completes
as the replication direction
cannot be reversed while
cache-disabled volumes
exist in the volume group.

Only image mode volumes
may be added with cache
disabled, and cache cannot
be disabled on replicated
volumes.

DR recovery volumes should
not be exported using image
mode as write cache is
always enabled.

35



ADVANCEBNIECHNOLOGY GROUP(ATG)

Misc. Replication Items

» Automatic Pool Linking « Interoperability for HA (and HA + DR)
» The first pool created in the system will « The following page will be updated as new
automatically be linked to partnered systems if operating systems are qualified:

both systems are running 8.7.2+.

PBHA/PBHA+DR Interop

 Onupgrade, ifthere is only a single pool in the
system and it’s not currently linked, it will
configure itself to be auto-linked.

© Copyright IBM Corporation 2025 36
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ADVANGEDMIECHNOLOGY GROUP(ATG)

Supported 0OS’s

« FC SCSI

» Red Hat Enterprise Linux, including with KVM
(all supported versions)

» SUSE Linux Enterprise (all supported versions).

« IBM AIX (version 7.2 and later)

* Linux on IBM Z (all supported versions and
distributions)

« VMware ESXi (all supported versions)

* Microsoft Windows Server, including Hyper-V
(all supported versions). This requires both
systems to be running IBM Storage Virtualize
8.7.2 or later

— Hoping to have IBM-I support soon (expected this month)

© Copyright IBM Corporation 2025

* ISCSI

Red Hat Enterprise Linux, including with
KVM (all supported versions).

SUSE Linux Enterprise (all supported
versions).

VMware ESXi (all supported versions).

37



ADVANGEBHIEGHNOLOGY GROUP(ATG)
IBM Storage Virtualize

Flash Grid GUI

Partition Migration
Automation
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Flash Grid Configuration, Monitoring and Partition Migration

Before 8.7.2 In 8.7.2

Configuration (Create Flash Grid, Add Member) Configuration (Create Flash Grid, Add Member)
CLI Only CLland GUI
Monitoring Monitoring
Storage Insights Only Storage Insights and GUI
Partition Migration Partition Migration

CLI/Storage Insights CLI/Storage Insights

39
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ADVANCEBNIECHNOLOGY GROUP(ATG)

Create a New Flash Grid

My Favorite Flash Grid
@ Healthy

Systems
Unreachable 0
:I_ Unhealthy 0
Healthy ©:

© Copyright IBM Corporation 2025

Unreachable

Healthy

Flash Grid details

0

(K]

« 8.7.2 systems that support
Flash Grid will have a new

notification
 Notification can be disabled

Steps

1. Click on Create a new Flash
Grid

2. Name your Flash Grid

3. Successful creation will take
you to the Flash Grid

dashboard

« Single system added
* Flash Grid Coordinator

40



ADVANCEBITE
Flash Grid Dashboard

CHNOLOGY GROUP (ATG)

© Copyright IBM Corporation 2025

Unreachable
Unhealthy
Healthy

0
1

Q:

TTTTT

Unreachable 0

Healthy O

Flash Grid details

aaaaaaaaa

Flash Grid id
666666666666666666666666666666666666

Number of systems and partitions

System / Partition Health
« Healthy, Unhealthy, Unreachable

Aggregated Capacity
* Physical capacity only in this
release

Flash Grid detalils

Side menus for Storage systems
and Storage partitions
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Flash Grid Login Screen

IBM Flash Grid The Flash Grid Coordinator will
- have a new Flash Grid login
< S screen
P >
| ~ User credentials to log in are
g . N those of the system you connect
o T to

e Supports LDAP, SSO

42
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Flash Grid Login Screen

A member of the Flash Grid will
have a normal login screen with
the option to connect to the Flash
Grid Coordinator that is running
the Flash Grid GUI front end

Password

Managed by IBM Flash Grid
Login to IBM Flash Grid

(byrongro@us.ibm.com) with any questions

43
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Add a member to the Flash Grid

What is a Flash Grid?

A Flash Grid is a scalable storage platform spanning multiple FlashSystem or SAN Volume Controller systems.

Key benefits

Add a member from the Storage
systems page

» Increase the capacity of your storage infrastructure by adding up to eight member systems in the Flash Grid
« Manage and monitor all connected systems as a single system from a single interface

« Stay updated about partition health and migrate partitions seamlessly between member systems

Get started

OR

T an existing Flash Grid

Connect your storage system to an already established Flash Grid. Share and manage resources across the interconnected systems seamlessly.

From the new member system’s

Flash Grid configuration screen
« Select Join an existing Flash Grid

Add a system

IP address/FQDN of the system

lucario.tuc.stglabs.ibm.com

Login to the system

a4
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Add a member to the Flash Grid - Cont’d

IBM Flash Grid

© Copyright IBM Corporation 2025

Unreachable
Unhealthy

Healthy

0
1

©Q:

Available

artitions

Unreachable W 0

Healthy Q:

Flash Grid details

lllllllll

6A54C981-B7D1-5071-B8C2-4C8964991EE6

GUI automatically navigates you to

the member system
« May require logging in

Verify and exchange certificates
GUI automatically navigates back to
the Flash Grid coordinator to

complete join process

Approve Flash Grid join request and
new member is added

Dashboard now shows additional

systems and new aggregate capacity
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Flash Grid — Storage systems

All storage systems in the Flash Grid
are managed here

&
Performance Granularity seconds Vv Node Comparison m
@ sshboard Product name, Code level details
lr Monitorin g v N [ read write o " ! !
0 Hs Ops Oups - -
Pool i
ddddddddd Physical capacity
Volumes ™ 0 MBps 0 MBps 0 MBps
v 10Ps read write
0 10ps
Pol M

2 | Last contacted shows last time the
system was queried from the Flash
Grid

Usable Capacity © Capacity Savings
<1 ed Capacity

2 @ o 0 | &
-

L
3 2
2 5

o

S Connectivity, Hardware health
7590 meo E provides similar attributes to system
health boxes
PR e e Clicking on storage system name will

pop up system dashboard in a
= — e~ separate tab

46
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Flash Grid — Storage partitions

1BM Flash Grid blastoise Storage partition: Test VMs

Test VMs Aggregated list of all storage
Replication overview : Storage components : partltlons In the FlaSh Grid
5 Provides replication and migration
e status and number of volume groups
l Partition and Volume Group links
= B * Clicking on links will launch to the
Pe— partition or volume group

» Launches within the window
* No additional tab
* May require login
« SSO configured systems will auto log in

Exiting storage partition brings you
back to the Storage partitions list

47
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Removing a member from a Flash Grid

© Copyright IBM Corporation 2025

Accessible from Storage systems
page

Select Remove system from the
action menu of the system you
want to remove

Confirm and system is removed

Removing the LAST system
(coordinator) from the Flash Grid
will dissolve the Flash Grid
entirely
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Storage Partition : New Unit for Managing Workload Storage

— New unit of
management

— Consists of multiple
volume groups, hosts

— Typically, assigned to
one workload

— Currently limited to four
partitions per system

© Copyright IBM Corporation 2025

nEE B

(]

@ Jo I O

&

IBM SAN Volume Controller Cluster_9.71.19.88

All Partitions

Partition01 : Partition02

System 1 System 2 System 1

System A System B System A

High Availability Replication Policy High Availability Replication Policy
© Established Rep_Pol01 None Rep_Pol01
Haosts Volumes Hosts L

10 10 10 10

01 01

View Partition View Workload

Create New Partition
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Storage Partition Migration:

Mobility Drivers

Migration Use case:

Storage Partition
Movement

Flash Grid Optimization:
Load-Balancing across

Fleet of Storage

Hardware Refresh: Non-
disruptive System Retirals

© Copyright IBM Corporation 2025

Migrate Partition

This workflow allows 1o

oo tpllash G000
-]
T Y
—
7.7Ti8 25T
Summary Volumes {1024) Volume Groups {12) Hos !

Storags Partit
Pepsi hursley finanace

Hast wiitteén capacty
13,44 TiB {34%) / 50 Tib
I

Physical used capacity

Solution and Roadmap

1. Single-click Automation for
Migration (24Q1)

2. Zero downtime (Non-disruptive)

(24Q1)

3. Al driven automated migration
through Storage Insights (24Q2)

4.  Integration with VMWare Host
environments (24Q4)

5. Automated Network, Host actions
(8.7.2/Future)
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User Interaction during Storage Partition Migration

Before 8.7.2 In 8.7.2

User initiates storage partition migration User initiates storage partition migration

User Action#1 Request Host Rescan - Scan paths at host User Action#1 Request Host Rescan - Scan paths at host
level and continue level and continue (not required for VMWare environments)

User Action#2 Copy Delete Consent - Delete source copy User Action#2 Copy Delete Consent - Delete source copy
and complete the migration and complete the migration

e« Ease of use / Minimum intervention
* Providing a way to detect environment that has automated rescan support
* Providing a way for user to configure if given host has periodic automated rescan capability
* CLI Only: chhost —autostoragediscovery yes

— Note: FDMI data is used to set this value for hosts known to auto-rescan o
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IBM Storage Virtualize

Misc. Topics
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Service IP Updates

Service IP Addresses N .TO align With the Overal_l_

ssssssssssssssssss

shboard
Monitori o configure a Service IP address for the canister. The service IP address can be uncenfigured by clearing the IPv4 or IPvt °
fields or by setting the IPv4 address to 0.0.0.0 or the IPvé address to 0::0.
S Improvements of IP Addresses
Ethernet Connectivity ,
v Identify

QQQQQQQQ

Node Canister

= — @ we have added VLAN tagging

S— support to Service IPs that are
nnnnnnnnnnnnnnnnnnnnn managed from the service

““““““““““““““““ GUI/CLI or the System GUI/CLI

NVMe Connectivity

rrrrrrrrrrrrrrrrrrr

*Note — we will only support either
an IPv4 OR an IPv6 address for
the service IP, not both

53
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Additional IP Replication Statistics

Stats s SI Metric SI Metric Name
Counter
Indicates the average size (in bytes) of data|(1264 IP Replication
iobz that is being submitted to the IP Transfer Size
D% partnership driver since the last statistics (Receive)
collection period.
1280 IP Replication
Indicates the total bytes that are received P
1DIE before any decompression takes place omprasaced Data
' Rate (Recieve)
Indicates the bytes retransmitted to other (1278 [P Replication-to-
ipre nodes in other clusters by the IP Remote Node Data
partnership driver. Rate (Resend)
Indicates the average round-trip time in 1265 IP Replication
iprt microseconds for the IP partnership link Latency
since the last statistics collection period.
Indicates the bytes received from other 1277 IP Replication-to-
iprx, nodes in other clusters by the IP Remote Node Data
partnership driver. Rate (Receive)
Indicates the average size (in bytes) of data|1263 IP Replication
insz that is being transmitted by the IP Transfer Size (Send)
D52, partnership driver since the last statistics
collection period.
Indicates the total bytes that are 1279 IP Replication
iptc. transmitted after any compression (if Compressed Data
active) takes place. Rate (Send)
Indicates the bytes transmitted to other 1276 IP Replication-to-
iptx nodes in other clusters by the IP Remote Node Data
partnership driver. Rate (Send)

© Copyright IBM Corporation 2025

*Provide XML IO Statistics
for individual IP
Partnerships for multi-site
configurations

*These are not in SI right
now, but available in the
XML statistics

<partnership_ipperf index="1" cluster="auxnear" remote_cluster_id="0x0000020439602218" port_id="4"
iptx="680288517951" iprx="12495722729" ipre="10366232" ipsz="1210"
ipbz="1147" iprt="46" iptc="673275635991" iprc="6473577404"/>
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Quotaless Child pools

* Provide a new mechanism for
Gegwcnidpet creating a Standard Child
R Pools without a capacity quota
for easier maintenance, Object
v Based Access Controls and IO
throttling

Child pool name and capacity

Create Child Pool X

- mkmdiskgrp -noquota -
B share capacity with parent pool p a I e n 't m d 1 S kg I p { 1 d } —_—
S datareduction no

 VMware vVols still require a

quota-controlled standard

pool(s)

55
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Host Offline Alert Changes

8.6.1 introduced a new alert

when a host changes status to
offline

Feedback from customers was
that sometimes hosts going
offline was expected.

* New option to ignore certain hosts
when they go offline:

 CLI/API option on chhost

 DMP-driven approach when
resolving the host-offline event
to select certain hosts to ignore
status changes.
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Updates to Config Backup

« Modernized tools in order to:
« use less memory
e use JSON instead of XML

« Significantly improves the
performance of config backup, T3 and
T4 prepare steps — down to 20s from
3 hours

T4 No longer restores
« Cloud accounts,
e Host ISCSI Auth,
 Cloud Backup

No longer in /tmp

/dumps/svcconfig/svc.config.backup.json

57
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Capacity reporting CLIs

Terminology changes for capacity

« Physical Capacity (Usable)
« Logical Capacity (Effective)

* Provides consistency across GUI, SI and
external APIs

* Prevents each piece of software doing
complex math separately for capacity metrics

Note: Logical capacity metrics are only
available for systems and pools which are
backed by FCM-only arrays

© Copyright IBM Corporation 2025

[ssystemcapacity

total physical 38.74TB

used 12.45GB

warning exceeded no

total logical 178.62TB
allocated 602.00GB

written 482.44GB

written snapshots 0.75MB
provisioned host 600.00GB
reserved _host volume 117.56GB
reserved contingency 2.00GB
reserved childpools 0.00MB

[spoolcapacity

id 0

name swimming pool

total physical 38.74TB

used 12.45GB

warning 8000

warning set no

total logical 178.62TB
allocated 602.00GB

written 482.44GB

written snapshots 0.75MB
provisioned host 600.00GB
reserved host volume 117.56GB
reserved contingency 2.00GB
reserved childpools 0.00MB
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New Login Panel

© Copyright IBM Corporation 2025

IBM FlashSystem
5200

Storage Management (perfcab3) [ haj
o
y
Username .,
6 9
Password K
@
Sign in =
&,
— Licensed Material - Property of IBM Corp. @ IBM Corporation and other(s) 2013, 2024. IBM and FlashSystem are registered

trademarks of the IBM Corporation in the United States, other countries, or both.
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IBM Storage Virtualize

Plugin Updates

vSphere Plugin
CSI Driver
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IBM Storage Virtualize

Plugin Updates

vSphere 2.0.0
December
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IBM Storage Virtualize plugin for vSphere

Automates vSphere and storage

tasks together All from the —
vCenter Ul | @ .

Supports all Storage Virtualize platforms:

FlashSystem (8.5.0+), SAN Volume Controller and Storwize SOAP AP
products)

1 P
Manage multiple storage systems from a docker  python g
single plugin instance
o S Photon OS \ /
Simplifies Storage Provisioning &

Management \=

Provides storage context for
vSphere objects

IBM FlashSystem

OVA can be Download from IBM Fix Central

Backed by crisp documentation

https://www.ibm.com/docs/en/svpfv

62
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Current vSphere Plugin Capabilities

Manage FC « Manage VMFS datastores
host . Create datastores @ g @
« Expand datastore

Manage FC
host cluster  Delete datastore
vSphere
privileges .
check Manage datastores volume group
« View volume group details
g;‘;::ﬁf » Move datastore to a volume group
details « Remove datastore from a volume group
Manual

reconciliation « Manage datastores snapshot

Take snapshot /‘\,
View snapshots
Copy to new datastore E

Delete snapshot

63
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What’s New in vSphere Plugin 2.0 Overview

Performance Monitoring Dashboard

Integration with Storage Insights
- Provision to connect SI through proxy server(For dark site users)
- List top 5 storage systems by IOPS, Bandwidth or latency
- List top 5 datastores by IOPS, Bandwidth or latency

View recent CPU utilization of each registered storage system

- Doughnut chart to categorize storage systems based on version, platform, call-home enabled, and
status

- Aggregate view of number of datastores and VMs with focus on publishing status with error if any
- View system(storage system) level statistics with respect to IOPs, bandwidth and latency
View volume(datastore) level statistics with respect to IOPs, bandwidth and latency

Plugin settings view

© Copyright IBM Corporation 2025
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Storage Insights Integration

* From vSphere Plugin dashboard summary, add SIinstance by providing SI tenant ID, API Key and API Key alias.

 This result into availability of performance statistics automatically at system and datastore level for those storage

system which are part of this SI inventory.

» This also enables the ransomware threat detection alert feature right in the vSphere UI

= vSphereClient O,

IBM Storage INSTANCE 9.63.217.42:443 ¥

Connect to IBM Storage Insights
Connect to show ransomware detection alerts and performance data fetched from IBM Storage Insights Pro:

Host Name https:// devinsights.iom.com

Tenant ID: Olef4a64-8e84-1610-9d07-3ba06b597bas

Learn more

APl Key: RIYXFjd2YvSTFIMnhOQUN3RmMISZTIZMXMvMmh3PSisimI2[joibES2dFQOcmITT2NIQkSNa
XIr$29CZz09liwidGFnc2|6ZSIBMTI4LCJ2ZXJzaW3uljoiNCAWL]AILCJoYWSEkbGUIOII3YzI3M
GYIMIO3NGVILTQXNMQLYmNINYOSNZFiYWVKZDAmOWIifQ==

nerate this key using the IBM Storage Insights REST API settings. Learn more

API Key Alias: api-key

Enter a friendly name to easily identify the AP key

CANCEL SAVE

Add Storage Insights

© Copyright IBM Corporation 2025

— vSphere Client O\

IBM Storage INSTANCE 9.63.217.42:443 v

Edit IBM Storage Insights Connectivity Details

X

Update the IBM Storage Insights connectivity details to reconnect and receive ransomware alerts and performance data

from IBM Storage Insights Pro.:

API Key Alias:

1ttps:/

Olef4a64-8e84-1610-9d07-3ba06b597bas

Edit Storage Insights
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Proxy Server and plugin settings

* For internet connectivity purpose if required, from settings page, proxy server can be added by providing URL, port,
username and password based on proxy type selection

= vSphereClient QO @

& Administrator@VSPHEH

= vSphere Client O C & admil

IBM Storage INSTANCE 9.63.217.42:443 v

IBM Storage |NSTANCE 9.63.217.42:443 v

IBM Storage

Add Proxy Details

Summary Settings
Storage Systems Delete Proxy Edit Proxy
Type © Basic Authentication () Open Proxy ) = Plugin Detalls
Settings Proxy Details | 7
URL 9.63.216.166
Proxy server to manage internet connectivity. Plugin Version 2.0.0.0
Port 3128
Type Basic Internet Connectivity
Username Authentication
Password URL 9.63.216.166 DNS resolution
Port 3128
- Username root
CANCEL SAVE

Add Proxy server

Edit/Delete Proxy server

© Copyright IBM Corporation 2025
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Sample performance monitoring dashboard

— vSphere Client QO

~

IBM Storage INSTANCE 9.193.231.219:443 v
IBM Storage

Summary Summary
Storage Systems
- View By Status v
Settings Systems ewBy Statws ¥ Datastore & VMs

Status
Version

Call Home Status

Online Offline
60 Systems 40 Systems Platform

2 offline
Performance (24 of total 30 systems) ()
Top Systems OPS Top Datastores |OPS

v v

storage_systern_001 23M ds_1_001 23v [
srt_system 1 22 G102 22¢
prod system new 21 M d.00lnen 21
prod_system1 20m I ds_121new  20M [

~ Recent Tasks Alarms

&, Administrator@VSPHERE LOCAL

2 offline

T2. Insights/BM.com ( Connected )

CPU Usage
100

50

Utilisation %

o Conyraht 1BM Corporaton 2025 Performance Monitoring Dashboard
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System Level Statistics

* View system level performance statistics in Storage System’s Overview tab
* View current and historical performance data having both read and write flavor (Latency, IOPS, Bandwidth) in

chart/table form.

= vSphereClient O

IBM Storage INSTANCE 9.193.231.219:443 ~

IBM Storage

e ¥ Storage Systems \ storage_system_01

Storage Systems

Overview Alerts

Settings

System Information

Status

URL

Console IP

Cluster ID

Product Name

Code Level

vDisk Protection

Enhanced Callhome

Topology

Show More..

- Recent Tasks Alarms
-

© Copyright IBM Corporation 2025

Pools Volume Groups Datastores VMs

Performance

(_Online

Device.name.company.com

10.213.45.44 Realtime
000023288900022 Last Hour
IBM SAN Volume Last 14 Days

Controller Custom

8.6.0.2

Mb/s

(169.23.2300986767)
Enabled (15 min)

On z

Standard

System Level Statistics

Time
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Volume Level Statistics

View volume level performance statistics in Monitor tab of datastore

View current and historical performance data having both read and write flavor (Latency, IOPS, Bandwidth) in
chart/table form.

— vSphere Client

<

B Shubh_LHS_ww i ACTIONS
[D} @ @ Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked vCenter Server Systems Extensions
fablshared8-n3.in.ibm.com
Issues an d Alarms >
- }] Datacenter —— e —
local-storage-dnd Tasks and Bvert > IBM storage E=:T=
E shubh_LHS_ww vCenter Server >
2 test-standard-NEW-0 pa
Cloud Native Storage >
S test-standard-NEW-1 pcrforrﬂ"]ncc
IBM Storage v 1OPS: eks
MB, 256
aten:
Datastore Performance
] write Total Last day v
o
=]

A Recent Tasks Alarms

Time
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Volume Level Statistics
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What’s New in vSphere Plugin 2.0(continued...)

iISCSI host support

Provision to add and edit iSCSI host through vSphere plugin
Provision to create/reconcile iISCSI sessions

Host Cluster Management support now comes with both FC and ISCSI type of hosts

Ransomware alerts integration through SI

Ransomware alert will be highlighted in following locations in vSphere plugin, if detected:
Overall summary on dashboard
Storage systems

Datastore summary

List of alerts (apart from ransomware) from FlashSystem

70
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Add ISCSI Host Through vSphere Plugin

* Add host configured with iISCSI protocol on storage system from plugin
IBM Storage — host connections which is part of host configure tab in vSphere

* Provide required input like name, CHAP details, portset etc.
« Automatic discovery of target and session creation

Sphere Client

¢ [ wvolsftw-14.ssd.hursley.ibm.com

mBE B &

v plugin-vcsaB0ul.ssd.hursley.ibm.com

Datacenter]

2 vwolsftw-15.ssd hursley.ibm.com
@ bulk-StorPot-60-myvValVG-60-..
‘buik-StorPol-60-myvVolVG-60-..
buik-StorPol-60-myvVolVG-60-..
‘buik-StorPol-60-myvVolVG-60-..
bulk-StorPo-60-myvVolV G-60-..
buik-StorPol-60-myvolVG-60-..
3 bulk-StorPo-60-myvVolVG-60-..
buik-StorPol-60-myvVolVG-60-..
buik-StorPol-60-myvVolVG-60-..
bulk-StorPol-60-mywVoiVG-60-..
bulk-StorPol-60-myvVolVG-60-.
bulk-StorPol-60-myvVolVG-60-
buik-StorPol-60-myvVolVG-60-..
buik-StorPol-60-myvVolVG-60-..
@ bulk-StorPol-60-myvVolVG-60-..
@ NonRepVM-Cluster80ul-1-02 (in..
@ NonRepVM-Cluster8Oul--03 fin..
NonRepViM-Clusterg0ul-1-04 (in...
NonRepVM-Cluster80ul-1-05 (in..
rhekio

O OB W W O W @

@

=]

W @ @

e

[+

test_ignoreme (inaccessible)

v RecentTasks  Alarms

Summary  Monitor  Configure

System v
Licensing
Host Profile
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservatl
Firewall
Services
Security Profile
System Swap
Packages

Hardware v
Overview
Graphics
POl Devices

e
Virtual Flash v
Virtual Flash Resource Man.

Virtual Flash Host Swap Cac..
Alarm Definitions

Scheduled Tasks

IBM Storage v
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Permissions

+ ACTIONS

VMs

Datastores  Networks

Add Host

1 Host Details

2 CHAP Authe

3 Portset Selection

Updates

Host Details

This action wil create the host obj

Storage System Name wolstw-552

iscsl

wvolsftw-14.ssd hurskey jom.com

o B

=]

W W @

[ R

— vSphere Client

<

B ¢

v - plugin-vcsaBOul.ssd hursiey.iom.com
£ Datacenter!
Cluster80ul

. vvolsftw-15.55d hursley.ibm.com

‘bulk-StorPol-60-myvVolVG-60-..
buik-StorPol-60-myvVolVG-60-..
‘bulk-StorPal-60-myvVolVG-60-.
buik-StorPol-80-myvVolVG-60-..
‘bulk-StorPal-60-myvVolVG-60-.
bulk-StorPol-60-myvVolVG-60-..
bulk-StorPol-60-myvVolVG-60-
bulk-StorPol-60-myvVolVG-60-.
buik-StorPol-60-myvVolVG-60-
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-.
bulk-StorPol-60-myvVolVG-60-...
buik-5torPol-60-myvVolVG-60-
bulk-StorPol-60-myvVolVG-60-_.
buik-StorPol-60-myvVolVG-60-
NonRepVM-Cluster80ui-1-02 fin..
NonRepVM-Cluster80ut-1-03 fin..
NonRepVM-Cluster80ui-1-04 (in..
NonRepVM-Cluster80ui-1-05 fin..
rhelio

test_ignoreme (inaccessible)

v RecentTasks  Alarms

f wvolsftw-14 ssd.hursleyibm.com  : acrions
Summary  Monitor  Configure  Permissions  VMs  Datastores
System v

Licensing
Host Profile

Time Configuration

Authentication Services Add Host
Certificate
Power Managament T

‘Advanced System Settings

ystem Resource Reservati_

Firewall

Services 3 Portset Selecton

Security Profile
System Swap ¢ me
Packages
Hardware w
Querview
Graphics
PCl Devices
Firmware
Virtual Flash v
Virtual Flash Resource Man.
Virtual Flash Host Swap Cac...
Alarm Definitions

Scheduled Tasks

IBM Storage v

Add iSCSI host

2 CHAP Authentication

Updates

Review

Confirm the paramet
Storage System.
Storage System Mame
Hast Name

Site Name

Protocol

wolsftw-fs52

wolsftw-14.ssd.hursley.iom.com

Sitel

BCS

ign.1886-03.com.ibm:2145 host2 hest1

portset0

1an.1986-03 com.ibm: 2145 svesa2 nodel,
iqn.1986-03.com.ibm: 2145 svcsa2 nodel

9712021,9712022,9712023,9712024

98

[=]
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Edit Host Through vSphere Plugin

 Edit host details like name, site, CHAP details, portset etc.

vSphere Client

+ [ Datacenterl

rhel-io

L2 2 2 R 1 2 S S |

v Recent Tasks
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Q

i) 2 @
v plugin-vcsa80ul.ssd.hursley.ibm.com

v [ Clusterg8oul
vvolsftw-15.ssd.hursley.ibm.com
bulk-StorPol-60-myv\VolVG-60-..
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...

test_ignoreme (inaccessible)

Alarms

<

bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myv\VolVG-60-..
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myv\VolVG-60-..
bulk-StorPol-60-myvVolVG-60-..
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-..
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myv\VolVG-60-..
NonRep VM-Cluster80ul-1-02 (in...
NonRep VM-Cluster80ui-1-03 (in...
NonRepVM-Cluster80ui-1-04 (in...
NonRepVM-Cluster80ul-1-05 (in...

& vvolsftw-14.ssd.hursley.ibm.com : ACTIONS

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v
Storage Adapters
Storage Devices

Host Cache Configuration

Edit Host Host Details
Protocol Endpoints
TS ) This action will update the host object details the selected storage system.
1 Host Details
Networking v
Virtual switches 2 CHAP Authentication

Storage System Name vvalsftw-fs52
VMkernel adapters

Physical adapters 3 Portset selection Protocol iSCSI

TCP/IP configuration

: " 4 Review
Virtual Machines v
Host Name wvvolsftw-14.ssd hursley.ibm.com

VM Startup/Shutdown

Agent VM Settings

Site Name

Default VM Compatibility

Swap File Location
System v

Licensing

Host Profile

Time Configuration
Authentication Services
Certificate CANCEL
Power Management
Advanced System Settings
System Resource Reservati...

Firewall

Edit host
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ADVANCEDNTECHNOLOGY GROUP (ATG)

Host Cluster Management for ISCSI Hosts

« Add multiple iISCSI hosts to the existing or a new cluster on storage system using vSphere plugin host cluster
management in a single workflow

vSphere Client O,

(L1)

© Copyright IBM Corporation 2025

o o)

]

I R R R R = 2

[EI

L2 2 R R 2 R 2 o]

<

~ plugin-vcsa80ul.ssd.hursley.ibm.com
~ [# Datacenter1
[ Clustergoul

vvolsftw-14.ssd.hursley.ibm.com
vvolsftw-15.ssd.hursley.ibm.com

bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVoIVG-60-..
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVolVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVoIVG-60-...
bulk-StorPol-60-myvVolVG-60-...
NonRepVM-Cluster80ui-1-02 (in...
NonRepVM-Cluster80ul-1-03 (in...
NonRepVM-Cluster80ui-1-04 (in...
NonRepVM-Cluster80ui-1-05 (in...

rhel-io
test_ignoreme (inaccessible)

v Recent Tasks Alarms

[ Cluster80ul i ACTIONS

Summary Monitor Configure Permissions
Configuration v
Quickstart
General

Key Provider

VMware EVC U el

VM/Host Groups

Hosts VMs Datastores Networks Updates

Host Cluster Management Review

Confirm the information below to complete the management of this vSphere Cluster’s equivalent hostcluster

(@ creating a new hostcluster as part of this workflow.

2 Add to hostcluster

VM/Host Rules
VM Overrides 3 Review
I/O Filters
Host Options
Host Profile

Licensing e
vSAN Cluster

Trust Authority

Alarm Definitions

Scheduled Tasks

vSphere Cluster Services v

Datastores

VSAN v
Services

Desired State v
Image

Configuration

IBM Storage v

Host Connections

Host Cluster Name Cluster80ut

Hosts to be added -

Hosts to be created

Host Name on Storage System Y | Identifiers

vvolsftw-14.ssd.hursley.ibm.com ign.1886-03.com.ibm:2145.host 2.host1

vvolsftw-15.ssd.hursley.ibom.com ign.1886-03.com.ibm:2145.host2.host1

canceL creATE

Host cluster

management for iISCSI hosts
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ADVANCEDSTECHNOLOGY GROUP (ATG)
Ransomware Alerts Through SI

« Ransomware alert will be highlighted in important locations in vSphere plugin, if detected:

= i (@]
— vSphere Client (), vSphere Client

<

IBM Storage INSTANCE 9.193.231.219:443 v 5
B Shubh_LHS_ww : ACTIONS
|BM St (Eh @ @ Summary Monitor Configure Permissions Files Hosts VMs
g ~ fabishared8-n3.in.ibm.com Type: VMFS 6
~ [ Datacenter URL. ds:///vmis/volumes/6671dc34-4d0e8b6f-b390-0894eflbaf58/
N > [3 local-storage-dnd
Summary Summary
Shubh_LHS_ww
Storage Systems
* © Potential ransomware threat detected test-standard-NEW-0
Settings % test-standard-NEW-1
Qverview Performance 2. InsightsIBM.com | Connected Related Objects v
IoPs I0Fs
4 Flash Systems 2offine Custom Attributes ~
storage.system 001 23v [ 1001 2zv [
18 Data Stores e 1 2150 [ 51023 zsv I
|IBM Storage ~
13v [ s 001_new 1ov (N
4VMs Zoffine 15 [ 5121 new 1sv I
@ Ppote ansomware threat detected. View System Alerts
Datastore Details
Most Used Pools CPU Usage Systems View B Mapped volume: volume 001 Capacity Savings: Thin Provisioned
Version Volume 1D 140211 0) Topology: Hyperswap
Pool 001 (System 1) Volume Groups: 3 HA: No
(Call Home Status
e vDisk Ul
Poo 002 f5tem3) g T Disk UID: 60050760008C0O000000000000000
H 0B63
&
Pool 003 (System 2) 5 Pool: vShpere_pool
H Storage System: production_system_ny
Pool 004 (System 3)
=15 2 V:8.6.03 V:8.6.04
Poul 005 (System 4) Utilisation % System: Systems v Recent Tasks Alarms
Object A g Status T Name T Triggered T Acknowledged
ip-quorum-vm-dnd Critical Virtual machine CPU usage 06/23/2024, 4:55:34 PM
A RecentTasks  Alarms ol Beta-ds_test_0 Critical Potential ransomware threat dete... 05/14/2024, 04:23:11 PM

Ransomware alert on Ransomware alert on
Overall Summary Datastore Summary
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ADVANCEDARIECHNOLOGY GROUP (ATG)
Alerts From Storage System

* View critical alerts from Storage System apart from ransomware

IBM Storage INSTANCE 9.63.217.42:443 v~

IBM Storage

Summar ~
v Storage Systems \ Cluster_9.193.231.151 w |2 |C
| Storage Systems
Overview Alerts Pool Details Volume Groups Datastores VMs
Settings
Sequence Number v Last Time Stamp Object Type Y Object ID Y Object Name Y Event ID Y Error Code Y Description Y
139 07/18/2024 6:29 cluster - Cluster_9.193.231.151 009020 1001 Cluster recovered
PM
155 07/26/2024 1:46 io_grp 0 io_grpO 045080 1048 Unexpected enclosure fault
PM
183 08/06/2024 11:40 controller 1 controller4 010003 1630 Number of device logins
PM reduced
188 08/06/2024 11:40 controller 4 controllerO 010003 1630 Number of device logins
PM reduced
194 08/06/2024 11:49 io_arp 0 io_grp0 045080 1048 Unexpected enclosure fault
PM
198 08/07/2024 12:03 io_arp 0 io_arp0 045080 1048 Unexpected enclosure fault

Alerts from Storage System
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ADVANCEBNIECHNOLOGY GROUP (ATG)
Plugin Upgrade

Supporting upgrade from vSphere Plugin 1.1.x/1.2.0/1.3.0 to v2.0.0

Seamless upgrade —

Upgrade ensures continuous management of old datastores by new plugin instance.

All registered storage systems and pools remains intact in vSphere plugin inventory
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ADVANGEDMIECHNOLOGY GROUP(ATG)

Restrictions And Limitations

Only fiber channel (SCSI) and iSCSI connectivity between the ESXi hosts and the storage
systems would be supported through plugin 2.0.0.

« Standard, Stretched and HyperSwap topologies are supported by the plugin.
« Plugin does not support multiple vCenters unless they are configured in linked mode

« Recommended to have user, hosts and pools either to be part of same ownership group or
not part of any ownership group

- Partition based features like PBHA, 3site PBR + PBHA etc. are not yet supported
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ADVANGEDMIECHNOLOGY GROUP(ATG)

PVC Shared Access mode - RWX

*IBM added RWX support to PVC,

kind: PersistentVolumeClaim

spiversion: v1 which allows the creation of VMs
name:  demo-pvc-file-system with OCPv that are "live-
pv-:).lumel\*lode: Filesystem # Optional. The default is Filesystem. m|grat|on" Capable.
B -
e «Existing PVC can also be

storageClassName: demo-storageclass

converted to RWX manually by
changing the accessModes to
ReadWriteMany or by using the
example script.
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https://github.ibm.com/SEIPP/ocpv/blob/main/src/rwo_to_rwx_demo.sh

ADV/ANGEDSHE

CHNOLOGY GROUP (ATG)

Portset for HostDefiner

Field

prefix

connectivityType

allowDelete

dynamicNodelabeling

portSet

Description

Adds a prefix to the hosts defined by the host definer.

Note: The prefix length is bound by the limitation of the storage system. When defined, the length is a combination of both the prefix and
node (server) hostname.

Selects the connectivity type for the host ports.

Possible input values are:

- nvmeofc for use with NVMe over Fibre Channel connectivity

- fc for use with Fibre Channel over SCSI connectivity

- iscsi for use with iSCSI connectivity

By default, this field is blank and the host definer selects the first of available connectivity types on the node, according to the following
hierarchy: NVMe, FC, iSCSI.

Note: When left blank, the connectivity type will update along with any changes within the host ports, according to the set hierarchy. If
the value is set and there are host port changes, connectivity needs to be manually updated. For more information, see Changing node
connectivity.

Defines whether the host definer is allowed to delete host definitions on the storage system.

Input values are true or false.

The default value is true.

Defines whether the nodes that run the CSI node pod are dynamically labeled or if the user must create the
hostdefinex.block.csi.ibm.com/manage-node=true label on each relevant node. This label tells the host definer which nodes to
manage their host definition on the storage side.

Input values are true or false.

The default value is false, where the user must manually create this label on every node to be managed by the host definer for dynamic
host definition on the storage.

Specifies port set for new port definitions (ports already defined on SVC are not modified).

© Copyright IBM Corporation 2025

*With this feature enabled, all
nosts dynamically created by
HostDefiner will be set to the
orovided portset.

*There is no need to change
the portset for existing hosts.

*See official docs for more
iInformation on host definer.
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https://www.ibm.com/docs/en/stg-block-csi-driver/1.12.0?topic=configuring-host-definer

ADVANCEBNIECHNOLOGY GROUP(ATG)

CSI Support Information

General documentation:

‘https://www.ibm.com/docs/e
n/stg-block-csi-driver/1.11.4

*Log collection instructions:

*https://www.ibm.com/docs/e
n/stg-block-csi-
driver/1.11.4?topic=troublesh
ooting-log-status-collection
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https://www.ibm.com/docs/en/stg-block-csi-driver/1.11.4?topic=troubleshooting-log-status-collection
https://www.ibm.com/docs/en/stg-block-csi-driver/1.11.4?topic=troubleshooting-log-status-collection

WMJ@E@ TECHNOLOGY GROUP (ATG)

Thank you!



ADVANCEBNIECHNOLOGY GROUP(ATG)

Accelerate with ATG Survey

Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 5151 0447 or

Direct link https://www.menti.com/alhsf3bgvxu6
Or

© Copyright IBM Corporation 2025


http://menti.com/
https://www.menti.com/alhsf3bgvxu6

	Slide 1: Accelerate with ATG Webinar: Storage Virtualize 8.7.2 Technical Update  
	Slide 2: Accelerate with ATG Technical Webinar Series 
	Slide 3: Offerings 
	Slide 4: Accelerate with ATG Survey
	Slide 5: Accelerate with ATG Webinar: Storage Virtualize 8.7.2 Technical Update  
	Slide 6: Meet the Speakers
	Slide 7: IBM Storage Virtualize 8.7.2 Agenda
	Slide 8: Release Schedule
	Slide 9: IBM Storage Virtualize  Encryption Internal Key Management
	Slide 10: Internal Key Management (IKM) Overview
	Slide 11: Internal Key Management (IKM)
	Slide 12: Internal Key Management (IKM)
	Slide 13: CLI Changes
	Slide 14: Things to Think About
	Slide 15: IBM Storage Virtualize  Non-HA Host Attach Updates
	Slide 16: Improved FC Host Management with Fabric Device Management Interface (FDMI) 
	Slide 17: Fabric Insights Help with Host Management
	Slide 18: One Click Host Configuration
	Slide 19: Host Connectivity Insights
	Slide 20: Symmetric vs Asymmetric Host Access
	Slide 21: Easier Interop Checking
	Slide 22: Jumbo Frames – MTU9000
	Slide 23: Scaling NVMe/FC
	Slide 24: iSCSI Authentication Updates
	Slide 25: Hashing Algorithm Control
	Slide 26: Per Host Bi-directional CHAP
	Slide 27: IBM Storage Virtualize  Replication and HA Changes 
	Slide 28: Restore/Refresh Replicated Volumes
	Slide 29: Policy-based High Availability
	Slide 30: Policy-based High Availability
	Slide 31: iSCSI Support for Policy-based High Availability
	Slide 32: Portset Linking in PBHA
	Slide 33: Portset Linking
	Slide 34: Portset Linking
	Slide 35: Import from external storage while maintaining existing DR
	Slide 36: Misc. Replication Items
	Slide 37: Supported OS’s
	Slide 38: IBM Storage Virtualize  Flash Grid GUI  Partition Migration Automation
	Slide 39: Flash Grid Configuration, Monitoring and Partition Migration
	Slide 40: Create a New Flash Grid
	Slide 41: Flash Grid Dashboard
	Slide 42: Flash Grid Login Screen
	Slide 43: Flash Grid Login Screen
	Slide 44: Add a member to the Flash Grid
	Slide 45: Add a member to the Flash Grid – Cont’d
	Slide 46: Flash Grid – Storage systems
	Slide 47: Flash Grid – Storage partitions
	Slide 48: Removing a member from a Flash Grid
	Slide 49: Storage Partition : New Unit for Managing Workload Storage
	Slide 50: Storage Partition Migration:
	Slide 51: User Interaction during Storage Partition Migration 
	Slide 52: IBM Storage Virtualize  Misc. Topics
	Slide 53: Service IP Updates
	Slide 54: Additional IP Replication Statistics 
	Slide 55: Quotaless Child pools
	Slide 56: Host Offline Alert Changes
	Slide 57: Updates to Config Backup
	Slide 58: Capacity reporting CLIs 
	Slide 59: New Login Panel
	Slide 60: IBM Storage Virtualize  Plugin Updates  vSphere Plugin CSI Driver
	Slide 61: IBM Storage Virtualize  Plugin Updates  vSphere 2.0.0 December
	Slide 62: IBM Storage Virtualize plugin for vSphere 
	Slide 63: Current vSphere Plugin Capabilities
	Slide 64: What’s New in vSphere Plugin 2.0 Overview
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70: What’s New in vSphere Plugin 2.0(continued…)
	Slide 71
	Slide 72
	Slide 73
	Slide 74
	Slide 75
	Slide 76
	Slide 77
	Slide 78: IBM Storage Virtualize  Plugin Updates  CSI v1.12 December
	Slide 79: PVC Shared Access mode - RWX 
	Slide 80: Portset for HostDefiner
	Slide 81: CSI Support Information
	Slide 82
	Slide 83: Accelerate with ATG Survey

